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ABSTRACT. Given the popular and ever-increasing use of path analytic research paradigms 
in the social sciences, it is desirable to conduct an investigation into the accuracy of the 
standardized path coefficients that are often the end-product of these paradigms. In pursuit 
of this goal, population parameters were preset concerning the correlations between all 
of the variables and their reliability coefficients. Based on these parameters, thousands of 
experiments were generated with varying numbers of cases (n). For each experiment, at each 
level of n, standard path analyses were conducted, and standardized path coefficients were 
obtained. These standardized path coefficients were then compared against the population 
path coefficients on which the simulations were based to determine their accuracy. The 
findings indicate mixed evidence for the accuracy of path analysis research paradigms. 
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PATH ANALYTIC RESEARCH PARADIGMS have become increasingly popu­
lar in the social sciences, at least in part because they serve a variety of potential 
functions. For example, several authorities have indicated that, properly used, path 
analytic paradigms enable researchers to draw causal conclusions form correla­
tional data (Angrist, Imbens, & Rubin, 1996; Hope, 1984; Kenny, 1979; Mulaik, 
1987). In addition, these paradigms allow researchers to handle a large num­
ber of correlated variables in one set of related equations (James & Brett, 1984; 
MacKinnon, 2000; MacKinnon, Krull, & Lockwood, 2000; Pedhazer, 1997). The 
combination of these two capabilities, in tum, confers on researchers the ability 
to determine complex patterns of causation, including mediation and moderation. 
The totality of these capabilities, without the requirement of potentially less prac­
ticable experiments, provides a strong argument for the utility of path analytic 
paradigms (McClendon, 1994). 
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Nevertheless, there remain critics who are not convinced of the promised 
benefits. For example, several researchers have pointed out that path analyses 
depend on correlations, and one cannot make a strong case for causation on that 
basis (Freedman 1987; Holland, 1986; Rogosa, 1987). However, path analysis 
aficionados have countered that the idea is not to infer causation but rather to test 
alternative causal models against each other. If a path analysis is more consistent 
with one causal model than another, then that is a reason to favor the former 
model over the latter one. Another criticism that has been leveled against path 
analytic research paradigms is that they require assumptions that are unlikely to 
be true, although defenders contend that the assumptions are not as bad as critics 
make them out to be (for discussions, see Maruyama, 1998; McClendon, 1994; 
Pedhazur, 1997). Critics also have pointed out that because social science measures 
are not perfectly reliable and because unreliability has unpredictable effects on 
obtained path coefficients (Blalock, 1964; Cohen & Cohen, 1983; Liu, 1988), the 
obtained (uncorrected) path coefficients cannot be trusted. However, this criticism 
can be countered by the claim that correlations can be corrected for attenuation 
due to unreliability. If the path analyses are based on corrected correlations, then 
the criticism no longer applies (for a review, see Trafimow, 2006a). 

Although we are interested in the various arguments and counterarguments 
that pertain to path analysis research paradigms, that is not our present focus. 
Rather, our strategy is to assume that path analytic research paradigms are philo­
sophically justifiable when they are based on corrected correlations and address a 
different issue. Specifically, how accurate are standardized path coefficients when 
they are based on corrected correlations? Obviously, to address this issue, knowl­
edge of the population path coefficients is necessary. Although this knowledge 
is generally unobtainable in real research, it is possible to perform simulations 
based on population parameters that are preset. Using these preset parameters, it 
is possible to have the computer generate thousands of studies based on them, 
perform path analyses, and compare the obtained standardized path coefficients 
against the population parameters on which they were generated. 

There is, of course, an important complication. When correlations are cor­
rected for attenuation due to unreliability, the reliability coefficients obtained in 
any particular study are not exactly correct; there is a sampling distribution of reli­
ability coefficients just as there is a sampling distribution of other statistics. Thus, 
although the reliability coefficients obtained in particular studies can be used to 
estimate population reliability coefficients, the fact that these are estimates, rather 
than actual population parameters, introduces an additional source of error. Thus, 
there is error associated with the obtained correlations, and there is error associated 
with the reliability coefficients that are used to correct them. 

Many researchers who perform path analyses fail to adjust the correlations for 
attenuation due to unreliability, which is just plain wrong. The more sophisticated 
path modelers do make the corrections but nevertheless tend not to focus on the 
fact that the reliability coefficients themselves are a source of error. Thus, there 
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is a reason to suspect that path analyses might be less accurate than researchers 
typically assume because the contribution of error associated with using reliability 
coefficients has not received much press. Furthermore, the interaction between the 
two classes of errors has not been explored but might further decrease the accuracy 
of standardized path coefficients. It seems obvious that if researchers are going to 
interpret standardized path coefficients, it is important to have some idea of their 
accuracy and, if proven to be inaccurate, confidence in such interpretations should 

decrease accordingly. 
To test these ideas, we performed computer simulations using preset popula­

tion parameters for reliability coefficients as well as for correlation coefficients. 

Method 

The Simulation Strategy 

The first step was to preset the population parameters. Among other issues, 
this meant making arbitrary decisions about what the population reliability co­
efficients would be and what the population standardized path coefficients and 
correlations would be. We preset the population reliability coefficients of all of 
the variables at .8. Also for simplification, we used only three variables; predictor 
variable X, potential mediating variable M, and criterion variable Y. Thus, there 
were only three correlations from which all standardized path coefficients could 
be constructed: (a) the correlation between X and M (rxM), (b) the correlation 
between X and Y (rxr ), and (c) the correlation between M and Y (rMr ). The gener­
ated sample correlation coefficients for one set of simulations were based on the 
following population correlation coefficients: (a) Pxr was preset at· 0.4, (b) PXM 
was preset at 0.4, and (c) PMY was preset at 0.16. The population coefficients used 
in the second set of simulations were Pxr preset at 0.5, PxM preset at 0.5, and 
PMY preset at 0.25. The population correlation coefficients used in the third set 
of simulations were Pxr preset at 0.6, PxM preset at 0.6, and PMY preset at 0.36. 
The population coefficients used in the fourth set of simulations were Pxr preset 
at 0.7, PXM preset at 0.9, and PMY preset at 0.63. Note that with these population 
correlation coefficients, the population standardized path coefficient from M to Y 
is zero in all four sets of simulations, and so there is no mediation in the population 
in either case. By using zero, we hoped to make the errors particularly easy to 
perceive. The issue of interest in both simulations was how close the generated 
path coefficients from M to Y would be to the true value of zero. 

To proceed with the simulation it is necessary to generate observed scores from 
which correlations ( rxM, rXY, and rMr) and reliability estimates can be obtained. 
In accordance with classical test theory, an observed score is the sum of the true 
score and an error term. True scores were generated by sampling from a trivariate 
normal distribution with mean vector jl, = [ji,x jl,~ jl,y] and one of the following 














